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In this work we present an efficient solution for counting 

train wagons and recognizing their numbers using deep learning 

computer vision models. The proposed method is a good 

alternative for radio-frequency identification (RFID) method in 

terms of low cost and ease of use. Our system shows 99% 

accuracy in real-world scenarios, including corrupted wagon 

numbers and night shooting conditions. At the same time, the 

proposed method is capable to process video-stream in real-time 

speed without GPU-acceleration. 
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I. INTRODUCTION 

No doubt railway system plays an essential role in 
transportation and logistics worldwide. Efficient managing of 
railway traffic requires every wagon to be tracked in order to 
improve the logistic speed and quality. There are more and 
more systems that allow automatic counting and identification 
of wagons as the train passes [1-5]. Nowadays there are two 
main ways to track wagons at railway stations: manual and 
radio-frequency identification (RFID) [3] methods. 

A manual method usually requires one or more humans, 
who observe passing trains and write down wagon numbers. 
The accuracy of this method can be not really high, because 
human can be tired, get distracted or confused. There are also 
labor costs for these people. 

The RFID method has better accuracy, but it has a lot of 
preparation costs. Every wagon must have an RFID marker 
and the maintenance costs are also high. 

Currently, new ways of recognising numbers are emerging 
- the use of computer vision and deep learning [2,3]. We are 
going to use video cameras as an alternative to the approaches 
described above. This method has a low cost compared to 
other methods and achieves high accuracy [3,5]. The image-
based approach is possible because each wagon has a painted 
number on the sides, and the correctness of the number can be 
checked using a checksum [6, 9].  

In the wagon number recognition the main problem is 
variety on conditions, such as weather or light conditions. Also 
wagon numbers can be dirty or partially erased (Fig. 1) [2]. 
Sometimes there are additional digits next to the wagon 
number, so it may be a challenge to determine which digits are 
a part of the number. 

Also the solution must be computation effective [7] in 
order to work on CPU at a good speed, and there are some 
tricks which will be described in this paper. 

In our experimental evaluation, using 720x405 videos and 
images our approach achieved good results, i.e. 97.15% 
accuracy of the total number of recognised images and 99.4% 
accuracy of car number recognition when using multiple 
wagon images.  

 

The remainder of this paper is organised as follows. The 
proposed methodology is presented in Section 2. The dataset 
is described in Section 3. The results of our experiment are 
presented in Section 4. The conclusion and future work are 
described in section 5. 

II. PROPOSED APPROACH 

The pipeline of the proposed method is shown in Fig.2. As an 
input our system takes a video stream which is processed as a 
sequence of independent frames. Every frame is passed to the 
classification step, which decides if there is a wagon. Frames 
with a wagon are passed to the number detection and 
recognition steps. 

 

Fig 1: An example of a number with distortions 

 

Fig 2: Pipeline of the proposed approach 



 

A. Scene Classifier 

First, every frame is processed by a deep learning model - 
scene classifier. We compared different architectures on the 
validation dataset and get the results presented in Table I. 
From ResNet-18 (Fig. 4), ResNet-34 and ResNet-50 
architectures (Fig. 3) we chose the first one because it is a 
small and fast model, that achieves a similar score, that bigger 
models on the scene classification task. The ResNet-18 model 
can process up to 36 fps, while the bigger models work much 
slower. 

Model F1 Score FPS 

ResNet-18 99.2% 36 

ResNet-34 99.4% 22 

ResNet-50 99.7% 10 

Table 1: Comparison Of Architectures 

This model predicts what is in the image: a gap between 
wagons, a wagon or a background. Frames with gaps are used 
for wagon counting and wagon frames are passed to the 
recognition step. This step allows reducing the number of 
frames passed into the recognizer which significantly reduces 
the processing time. Frames without gaps and wagons are 
ignored. 

 Iterating throughout the frames gives us a number of 
wagons passed. Furthermore, considering an average number 
of frames per wagon it is easy to detect errors in counting and 
fix them. 

 

B. Number detection model 

After the frame is classified, the number detection model 
is applied (Fig. 6). This model uses the ResNet-34 
architecture. For this stage the ResNet-18 based model has a 
lot of errors, so we decided to grab a bigger model. We use the 
information from the classifier stage and try to find the 
number’s border only on images where the wagon exists. 

The main problem on this stage is to detect the number’s 
border as accurately as possible. Sometimes there are some 
extra digits next to the number and the task of the number 
detector is to detect only the number content and get rid of 
extra artefacts next to the number. Using the detection model 
we simplify the task for our digit detection model to focus only 
on specific digit features. 

C. Digit recognition model 

If the number’s border was detected on the image, the third 
model receives cropped number image and tries to recognize 
digits (Fig. 5).  

This model is built on the powerful ResNet-50 architecture 
which can achieve impressive results in the digit recognition 
task. This big model can recognize digits in a different light, 
and weather conditions, also allowing to recognize of partially 
erased digits. 

After that recognized digits are written down from left to 
right, the received number is processed with correctness 
checking (using checksum), and if it is correct, the system 
outputs this number as a result. 

When the entire train passes by the video camera, the 
system generates a report with recognized wagon numbers and 
sends it to a remote server. The report contains information 
about each passed wagon: the time the wagon was detected, 
the track on which the wagon was detected (in the presence of 
a large number of cameras at the station) and the number of 
the detected wagon. The operator can compare recognized 
wagon numbers with their original images and correct errors 
if any. 

III. DATASETS 

One of the challenges in train wagon number recognition 
is absence of public datasets with train numbers. We used it to 
create our own dataset. This dataset contains video sequences 
taken under various lighting and weather conditions. 

A. Scene classifier dataset 

 The dataset for the scene classifier model has 7000 
background image, 12000 gaps images and 11000 wagon 
images. It contains wagons of different shapes, colors, images 
of day and night conditions. It is important to clearly separate 
the cases where the gap between the wagons is on the left or 
right side of the image, because these transitive frames 

Fig 4: ResNet-18 architecture 

Fig 5: Digit Borders 

Fig 3: ResNet Architectures 
Fig 6: Number's borders 



between the state "wagon" and the state "gap" have the highest 
probability of misclassification. 

B. Number detector dataset 

The dataset for the number detection model (Fig. 6) has 
3400 wagon images with markings for the position of the 
number border. As shown in Fig. 6, next to the main number 
there are extra digits, so it is important to have a markup where 
the borders of the numbers will be highlighted as accurately as 
possible. 

C. Digit recognizer dataset 

The dataset for the digit recognition model (Fig. 5) has 
3400 images where each digit is labeled. It includes numbers 
in different lighting conditions and with varying degrees of 
distortion. Fig. 7 shows digits count distribution in the dataset. 
This distribution shows the relative frequency of occurrence 
of digits in wagon numbers. 

D. Validation dataset 

We have a validation dataset with 2000 images of 500 
different wagons to test number detection and digit 
recognition pipeline. There are 2-5 images per wagon, so this 
dataset can be used for number recognition pipeline validation. 
In real video processing we have multiple images of the same 
wagon, so if we want to test the recognition pipeline under 
similar conditions as it would in a real task, we should use a 
dataset with multiple wagon images and check if there was at 
least one correct recognition of the wagon number. 

IV. EXPERIMENTS 

In this section, we describe the experiments carried out to 
validate the wagon count and number recognition. 

A. Wagon Counting 

Our solution is based on the use of only computer vision, 
unlike other solutions that use additional devices or sensors 
(for example, the approach proposed in [8]). Thus, 
implementation and maintenance costs are significantly lower. 

The process of counting wagons is based on the scene 
classifier model. We can count wagons by analyzing the 
contents of the frame: if there are several wagon frames and 
after them several gap frames, we can increase a wagon 
counter by 1. There are also other solutions (the paper [2] 
introduces the wagon counting method based on tracking 
number positions). But our approach is more sustained 
because we can count wagons even if the wagon’s number 
wasn’t detected. 

Then we process all the frames in the video using this 
approach and get the number of wagons in this video. Of 
course, we need to set a threshold for detecting multiple 
frames of the same time in a row to get rid of classifier model 
errors (for example, we will only detect the “wagon” state only 
if there are more than 5 frames with “wagon” in a row) 

We took some videos of passing trains to check the 
accuracy of the car count. The proposed approach works well 
in the daytime and counts wagons with high accuracy. In 
nighttime videos, the quality of wagon counting is somewhat 
lower, since at night the images are poorly lit and the 
probability of a classifier error is higher. We achieved an 
average accuracy of 98.57% over 5 tests under different 
conditions (Table 2). 

B. Number detection and digit recognition 

We used our public validation dataset [10] to evaluate 
number detection and digit recognition pipeline. It is better to 
validate these modules together, because our task is to 
recognise the number and only the correct operation of both 
modules can lead to good results. 

We have a validation dataset with 2000 images of 500 
different wagons. There are 1-5 images per wagon to test. Our 
approach has recognised 97.15% (Table 3) of numbers 
correctly.  

Fig 7: Digits count distribution in the dataset 

Table 2: Wagon Counting Results 

Fig 9: Examples of distortions (cropped numbers)  

Fig 8 Examples of camera artifacts at night 



 

Fig 10: Comparison of daytime (top) and nighttime (bottom) conditions 

Image count Number recognized Number not recognized 

2000 1934 66 

Table 3: Number Recognition Results (Images) 

A more important metric is how many unique wagon 
numbers our solution recognised, and the results are quite 
good at 99.4% (Table 4). Since we have several number 
images of the wagon in real video processing (5 or more 
depending on the speed of the wagon), a more accurate 
estimation method is to predict several images of the same 
wagon and check if at least one number was correctly 
recognised. 

Table 4: Number Recognition Results (Wagons) 

Wagon count Number recognized Number not recognized 

500 497 3 

 

Our approach successfully handles images even with 
camera artefacts at night (Fig. 8). Our number detector has 
learned to detect only the number and avoid detecting mirrored 
numbers that appear due to lack of light. There are also a lot 
of examples with different distortions: dirt, erasure, rust (Fig. 
9). These numbers are also successfully recognized with our 
approach. 

During the experiments we found that if the number is not 
recognized, then it is likely to be damaged and not readable 
even by human. In other cases, when the wagon passes, the 
number is recognized at least once from a set of the wagon 
pictures, which is sufficient. 

Fig. 10 shows a comparison between daytime and 
nighttime conditions. At night there may be too much 
distortion and the number may not be recognized, but this is a 
defect in the video recording since a person will not be able to 
recognize this number either. 

V. CONCLUSION 

In this work we presented efficient approaches for wagon 
counting and number recognition tasks. We achieved good 
results even under poor weather and light conditions. Our 
solution also works at night (compared to the solution 
described in [2]) and gets high accuracy. Compared with 
RFID-based methods, our approach has low installation and 
maintenance costs, while the accuracy of the recognition is 
about 99.4% using several images of the same wagon. Our 
solution can accurately recognize numbers even when a 
person cannot immediately identify them due to number 
distortion or poor lighting. Of course, the number may be 
unreadable due to damage or defects in the video, but in this 
case, even a person will not be able to recognize it. 

Due to optimizations such as using a scene classifier, we 
achieve good processing speed even on CPU (Using 4 cores 
of Intel Xeon Silver 4210, our solution shows an average 
processing speed of 11 fps. It is sufficient for real-time video 
processing even without GPU usage. 

In a future work, we intend to test different deep learning 
models to get even more accurate and faster solutions. We also 
plan to make an algorithm that will be able to predict the most 
possible number option if one digit is completely unreadable. 
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